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The issue of ethical data curation in AI (foundation) models is not alone to the dataset itself, but also to the whole lifecycle of AI
supply chain, from all aspects about training data, model training, and model usage practices. We highlight the entanglement
of these aspects, and draw an attention to the necessity of whole-chain policy management. We also discuss some promising
directions and solutions for achieving that goal, particularly through practical formal policy encoding and reasoning.
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1 Background: AI and Data
Modern artificial intelligence (AI) relies on machine learning (ML) that identifies and generalizes patterns from
training data, leading to significant hunger of data curation [4, 7]. This has become more prevailing with the
wide utilization and competition of large language models (LLM), where people estimated that all data from the
Internet will soon be exhausted [12, 15]. On the other hand, profound debates and actions have surrounded using
artwork (including other creational work such as music) in ML model training and output generation [11, 13],
with relevant research in “poisoning” (ways to circumvent using the data in model training) [10]. Essentially,
wider sources of data and the corresponding ethical issues have thus become an active area of discussion.

Many existing discussions (e.g. [3]) concerned the ethical practices for (manually) curating data and then
forming a dataset. However, that often falls short when data collection accompanies AI tool usage, such as LLM
applications/services like ChatGPT or copilots, where user data may later be used for training improved models.
This issue is further amplified in other AI domains and applications where active data collection is mandated,
such as smart speakers or autonomous vehicles [2, 5, 6]. Guidance or technologies to assist those parts of the
practices are necessary to make the whole AI field more ethical.

2 Position
We take the position that we need to design and develop (semi-)automated and future-proof technologies to govern
artifact usages across the whole lifecycle of AI supply chain, supporting the requirements of all stakeholders,
especially the data providers. Fig. 1 depicts the relevant steps in the supply chain, and the relevant cycle branches,
where an artifact (data or model) may flow to a different step for a different purpose.
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Fig. 1. Artifact (data and model) lifecycle(s) in AI model supply chain, and main policy sources governing step transitions

Because of the multi-cyclic nature, we believe correct “policy” should be associated with each artifact, and being
(semi-)automatically verified whenever the artifact is used, including downstreams. We identify five requirements:

(1) Each policy is precisely and unambiguously specified, by the relevant stakeholders themselves;
(2) The policy language should be extensible to allow additional concepts to be added;
(3) The policy should permit future users by default, given their compliance of the requirements;
(4) Multiple policies from multiple artifacts may be checked at the same time;
(5) Derived artifact should have derived policy based on those from inputs, and the step it has gone through.
We believe our prior work on usage control and licence compatibility, together with others’ work, showed

evidence of the necessity, and formed innovative foundations for achieving the goal.
More specifically, in [8], through formal licence modelling and reasoning, Duan et al revealed the overlook of

sensible licences for ML models and datasets and the urgent need of appropriate versatile licences; it also showed
a promising direction of composable licences, further discussed in [9], with an extensible formal foundation.
The “perennial” policy language [19] forms an appropriate foundation in fulfilling the requirements above, as a
significant improvement compared to existing policy languages that fall short in different aspects in meeting
the needs. This model forms a stark contrast to many existing models by allowing both data providers and data
consumers to encode their own policies independently, and use the generic reasoning to verify compliance across
data usages cycles, across downstreams. Its key designs have also been used in contexts of provenance data
generated from scientific workflows [18], demonstrating the ability in handling complex data-flows that can be
unfolded as directed acyclic graphs.

We believe, as a next step, a unification of different formal languages should be performed, including standards
such as Open Digital Rights Language (ODRL) [1]. That would form a flexible, comprehensive and interoperable
foundation to construct policies by different vendors, independently. Formal reasoning is performed to a) verify
if artifact providers’ policies are respected by the consumer (e.g. a data curation activity, a computational task
such as model training, or a deployed app/service), and b) derive policies for any output artifact by the consumer,
so further consumers of these output artifacts will receive appropriate policies to check against.
Appropriate supporting mechanisms may also be developed, such as undeniable and indelible recording of

activities and policies, for future verification of compliance; corresponding protocols and standards for handling
policy update should also be developed. The recording aspect may involve techniques like digital signature,
verifiable credentials [17] and blockchain [14]; the data schema can be built on extensible and interoperable
standards like W3C PROV [16]. Appropriate user-facing tools are also desirable for facilitating lay-person’s
adoption, such as policy advisors.
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